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Abstract

While mid-level perceptual cues have long been of inter-
est in the human vision community, their role in computer
vision has remained limited. In this report, we evaluate sev-
eral algorithms which make use of mid-level processing in
order to improve boundary detection. Our first technique
builds a probabilistic model of the relation between proto-
typical local shapes of edges and the presence or absence
of a boundary. We also present a more explicit local model
of curvilinear continuity using piecewise linear representa-
tions of contours and the Constrained Delaunay Triangula-
tion (CDT). Lastly we consider a global random field on the
whole CDT which captures continuity along with the fre-
quency of different of junction types. All three models are
trained on human labeled groundtruth. We measure how
each model, by incorporating mid-level structure, improves
boundary detection. To our knowledge, this is the first time
that such cues have been shown quantitatively useful for a
large set of natural images. Better boundary detection has
immediate application in the problem of object recognition.

1. Introduction
Finding the boundaries of objects and regions in a scene is
a problem of fundamental importance for computer vision.
There is a large body of work on object recognition which
relies on bottom-up boundary detection to provide informa-
tion about object shape [4, 12, 8, 1, 7, 28]. Even in cases
where simple intensity features are sufficient for object de-
tection, e.g. faces, it is still desirable to incorporate bottom-
up boundary detection in order to provide precise object
segmentation [3, 36, 29]. The availability of high quality
boundary location estimates will ultimately govern whether
these algorithms are successful in real-world scenes where
clutter and texture abound.

Boundaries are typically detected using some local oper-
ator. For example, the recent work by [16] trains a classifier
that predicts the probability of boundary, Pb, at each pixel
location using local brightness, texture and color gradient
cues as features. Training data comes from a set of images
where boundaries have been marked by human subjects.
This elaborate algorithm still misses many true boundaries
and falsely detects others not marked by humans. The au-
thors argue that detection failures are primarily due to lack
of context since human observers presented with only local
image patches perform no better than the algorithm [18]. In
this paper, we propose the use of mid-level cues in order
to provide missing context and hence boost performance of
such a local boundary detector.

In the human vision community there has been extensive
research stressing the importance of mid-level cues to vi-
sual processing. However, these ideas, such as good contin-
uation, symmetry, parallelism and familiar configurations,
seem to have had little practical impact on the design of

computer vision algorithms. One reason is that it’s often
hard to quantify when such mechanisms are actually per-
forming some function that will ultimately be useful for
recognition. We circumvent this issue by treating the out-
put of mid-level processing as another boundary map, pro-
jecting back to the pixel grid as necessary. This gives a
clear criterion for success, the output should be a better esti-
mate of the true boundaries than the input was. Quantitative
evaluation is made possible by utilizing three existing im-
age collections which have been labeled with ground-truth
boundaries: a set of 30 news photos of baseball players [20],
350 images of horses [3] and the BSDS300 [5], a boundary
detection benchmark based on images of natural scenes.

We present three models of mid-level processing which
take locally computed Pb 1 as input and provide quan-
tifiably superior output. First, in Section 2 we describe
a generic approach using clustering to model prototypical
boundary shapes in the vicinity of a pixel. This can capture
such cues as continuity, parallelism and familiar configura-
tion. In Section 3 we focus more explicitly on curvilinear
continuity, a specific but powerful mid-level cue closely re-
lated to boundary detection. We develop both a simple local
model which makes decisions on pairs of edge segments
using a linear classifier and a global model based on con-
ditional random fields which jointly estimates probabilities
for all edge segments. Lastly, the performance evaluation
of the 3 models on 3 datasets is presented in Section 4.

1 2 3 4

(a) the outlook of a local boundary detector, 21x21 pixel patches

(b) context emerges in 71x71 patches

Figure 1: Purely local boundary detection can easily be fooled. Utilizing

more context could greatly improve boundary detection.

2. Familiar Configuration
Consider the image patches in Figure 1(a). The task of
a local boundary detector is to decide whether there is a
boundary running through the center of the patch based on
the pattern of intensities in a small neighborhood. Unfortu-
nately, strictly local processing, no matter how clever, can

1Computed using MATLAB code downloaded from here [5]
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be fooled. For example, 3 and 4 have higher brightness and
texture contrast than 1 and 2 but in examining the larger
context seen in Figure 1(b), it becomes evident that there
are contours in patches 1 and 2, but not in patches 3 and 4.

Exploiting context algorithmically is clearly not simply
a matter of elongating the support of our gradient magni-
tude calculations.2 The structure here is much richer. In
patch 1, the high contrast edges on either side, although not
colinear, necessitate the presence of a boundary somewhere
in the middle. Patch 2 features parallelism in addition to
continuity. Patch 3 contains an isolated edge that fails to
continue into a boundary while patch 4 lies in a textured
region, surrounded by high contrast edges.

In order to capture these diverse patterns, we will seek
out prototypical shape configurations, or shapemes, asso-
ciated with both boundary and non-boundary points and
learn how best to utilize them from “past experience”, i.e.,
by training a statistical model based on human-marked
groundtruth data. This is in the spirit of Wertheimer’s prin-
ciple of familiar configuration [32].

2.1 A Prototypical Shape Model

To discover prototypical shapes, we have to choose a shape
descriptor and a scheme for clustering these descriptors.
We choose the geometric blur [2] descriptor aligned to lo-
cal boundary orientation and cluster using a mixture-of-
gaussian model with symmetry constraints on the param-
eters. Shapemes have been used in previous work on object
recognition by [19] who performed vector quantization on
shape context descriptors to build an alphabet of local shape
prototypes and coded images by their frequencies.

Let I be an input image and Ipb be its Pb (probabil-
ity of boundary [16]) image, which associates a probabil-
ity of boundary to each pixel. The geometric blur centered
at location x, GBx(y), is a linear operator applied to Ipb
whose value is another image given by the “convolution” of
Ipb with a spatially varying Gaussian. GBx has the prop-
erty that points farther away from x are more blurred, mak-
ing the descriptor robust to affine distortions. The value
GBx(y) is the inner product of Ipb with a Gaussian cen-
tered at y whose standard deviation is α|y − x|. We rotate
the blurred imageGBx so that the locally estimated contour
orientation at x is always horizontal. We choose α = 0.5
and sample the blurred and rotated image GBx at 4 differ-
ent radii (increasing by a factor of

√
2) and 12 orientations,

to obtain a feature vector of length 48.
We use the mixture-of-gaussian model to represent the

distribution of shapes in this 48-dimensional feature space.
Since the geometric blur descriptor is aligned to the contour
tangent, there is a 180 degree orientation ambiguity. We
explicitly enforce this symmetry by using 2mmixture com-
ponents in m pairs having tied means (being rotated copies

2Nor is it just a matter of recognition, patch 2 could be a crack between
two rocks or the leg of an animal; patch 4 might be gravel or alfalfa.

of one another) and equal, diagonal covariances. For our
experiments we usem = 64 and fit the model using an easy
adaptation of the typical EM algorithm.

Figure 2 provides a visualization of some mixture com-
ponents for the horse dataset. These are the average Pb im-
ages of the components in the mixture that have the highest
prior probability (ignoring clusters with very few members).
These average shapes, albeit blurry, do represent interesting
prototypical local shapes, or “shapemes”: roughly speak-
ing, they contain straight lines ( row 6, col 6 ), curved lines
( row 1, col 2 ), line endings ( row 6, col 3 ), parallel lines (
row 3, col 3 ), sharp corners ( row 4, col 1 ), texture edges (
row 6, col 1 ), etc. Taken together they provide a represen-
tation of the local context.

Figure 2: Examples of shapemes, or prototypical shape configurations,

for the horse dataset. Shown are average Pb patches for each cluster in the

mixture-of-gaussian.

We apply this contextual information to boundary detec-
tion as follows: each location x is associated with both the
Pb value and the shape descriptor GB(x). We can com-
pute the posterior probability {p1, · · · , pm} of GB(x) in
the mixture-of-gaussian model. This gives us a new feature
vector for x: {log(Pb), log(p1), · · · , log(pm)}. Then we
can use this set of features to classify whether x is bound-
ary or not.

We train a logistic classifier on this vector of features.
Section 4 gives the quantitative comparison to raw Pb. The
shapemes shown in Figure 2 are sorted by their weights in
the logistic classifier, decreasing in order from left to right,
top to bottom. As we are detecting boundaries of horses, ex-
tended contours ( row 1, col 2 ) are positive evidence, pos-
sibly corresponding to the back or neck of a horse. Parallel
lines with texture on one side and nothing on the other side
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( row 1, col 6 ) are also positively weighted, possibly rec-
ognizing horse legs. On the other hand, very straight lines
( row 6, col 6 ) are uncommon for horse silhouettes. Edges
embedded in texture ( row 6, col 1 ) are also suppressed.

3. Curvilinear Continuity
In this section we consider a more specific form of mid-
level information: curvilinear continuity, sometimes known
as “good continuation” or “illusory contour completion”.
Inspired by Wertheimer and Kanizsa, the study of this
phenomenon has a long and influential tradition in psy-
chophysics as well as neurophysiology [22]. More recently,
ecological statistics of contours have confirmed the exis-
tence of curvilinear continuity in natural images (e.g., [9])
and its scale-invariant properties [24].

In computer vision there exists a rich literature on how to
model curvilinear continuity (e.g., [25, 23, 21, 33]). A typ-
ical approach consists of two stages: the first stage detect-
ing line fragments based on brightness contrast, the second
stage linking the fragments using various continuity mea-
sures. More recent developments focus on finding closed
salient contours [6, 34, 15, 30].

Most of the previous approaches, however, are demon-
strated on synthetic or simple real images and are not quan-
titatively evaluated on natural images. While we may be
able to complete low-contrast edges using continuity, spu-
rious completions are often introduced in the process. Is
the net effect positive or negative? This question can only
be answered by quantitative measurements. To the best of
our knowledge, no such measurements have been done on a
large, diverse set of real-world images.

Our approach starts with discretizing an image into a
set of piecewise linear segments utilizing the constrained
Delaunay triangulation. We then develop two models of
curvilinear continuity on the resulting graph: a local model
which classifies each pair of edges independently and a
global model which enforces long-range probabilistic con-
straints on junctions using belief propagation on a condi-
tional random field.

3.1 Constrained Delaunay Triangulation

As with the shapeme model, we use the local Pb opera-
tor [16] to detect candidate boundary locations. We then
convert a map of per-pixel boundary probability into a dis-
crete graph of line segments. This representation has many
advantages over using the pixel grid: (1) By moving from
100,000 pixels to 1000 edges, it achieves high statistical and
computational efficiency. (2) this discrete representation of
the image is scale-invariant. A probabilistic model of con-
tinuity on the pixel grid depends on the resolution of the
image. (3) By restricting completions to the edges in the
graph, it partially solves the problem of having too many
spurious completions. Moreover, we will show empirically

that very little of the true boundary structure is lost in this
discretization process.

Our discretization step starts with using Canny’s hys-
teresis thresholding to trace the Pb contours and then re-
cursively split them until each segment is approximately
straight. Figure 3(a) shows an illustration of this lineariza-
tion: for a given contour, let θ be the angle between seg-
ments ca and cb. Pick the set of points {a, b, c}, in a coarse-
to-fine search, such that the angle θ is maximized; if θ is
below a threshold, we split the contour by adding a vertex at
c and continue. A heuristic is added to handle T-junctions:
when a vertex is very close to another line, we split this line
and insert an additional vertex.

We use the constrained Delaunay triangulation to com-
plete the piecewise linear approximations. The standard De-
launay triangulation (DT) is the dual of Voronoi diagrams
and is the unique triangulation of a set of vertices in the
plane such that no vertex is inside the circumcircle of any
triangle. The constrained Delaunay triangulation (CDT) is
a variant of of the DT in which a set of user-specified edges
must lie in the triangulation. The CDT retains many nice
properties of DT and is widely used in geometric model-
ing and finite element analysis. It was also recently been
applied to image segmentation [35].

We use the TRIANGLE program [27] to produce CDTs
as shown in Figure 4. The linearized edges extracted from
the Pb contours become constrained edges in the trian-
gulation which we refer to as gradient edges or G-edges.
The remaining completion edges or C-edges are filled in
by the CDT. Of particular interest to us is CDT’s ability
to complete contours across gaps in the local detector out-
put. A typical scenario of contour completion is one low-
contrast contour segment (missed by Pb) in between two
high-contrast segments (both detected by Pb). If the low-
contrast segment is short in length, chances are good that
no other vertices lie in the circumcircle and CDT will cor-
rectly complete the gap by connecting the two high-contrast
segments.

In order to establish groundtruth labels on the CDT edge
for fitting our models, we need to transfer human marked
boundaries from the pixel grid. This is accomplished by
running a simple maximum-cardinality bipartite matching
with a fixed distance threshold between the human marked
boundaries and the CDT edges. We label a CDT edge as

a b

θ
c

(a) (b)

Figure 3: Building a discrete graph. (a) we recursively split a line until
the angle θ is below a threshold. (b) an illustration of the process: the input
edge map, the linearization, and the Constrained Delaunay Triangulation.
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Figure 4: Examples of CDT triangulations. G-edges (gradient edges

detected by Pb) are in black and C-edges (completed by CDT) in green.

Note how CDT manages to complete gaps on the front legs of the elephant

and on the back of the horse.

boundary if 75% of the pixels lying under the edge are
matched to human boundaries; otherwise we label it as non-
boundary.

Figure 5 shows the performance of the local boundary
detector Pb as well as the performance when we assign the
average underlying Pb to each CDT edge.3

Figure 5 shows that moving from pixels to the CDT com-
pletion seldom gives up any boundaries found by the local
measurement. The green curve documents the soft ground-
truth labellings of the CDT edges (percentage matched to
human marked pixels). This is the target output of the two
learning algorithms we describe next. The gap between the
asymptotic recall of Pb and the ground-truth shows that the
CDT is even completing a few contours which are com-
pletely illusory (i.e. there was no local evidence)

3.2 A local continuity model

Each edge e in a CDT graph is naturally associated with
a set of features including the average Pb of pixels along
the edge e and whether it is a G-edge (detected in Pb) or
C-edge (completed by the CDT). The local context of e
includes these features and those of neighboring edges in
the CDT graph. We now describe a simple model of local
curvilinear continuity using this local context of e.

Consider the simplest case of context: a pair of con-
nected edges ( Figure 6(a) ). Each edge can be on or off

3Throughout this paper, performance is evaluated with using a
precision-recall curve which shows the trade-off between false positives
and missed detections. For each given thresholding t of the algorithm
output, above threshold boundary points are matched to human-marked
boundaries H and the precision P = P (H(x, y) = 1|Pb(x, y) > t) and
recall R = P (Pb(x, y) > t|H(x, y) = 1) are recorded (see [16] for
more discussion).
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pb averaged over cdt edges
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Figure 5: This Precision-Recall curve verifies that moving from pixels

to the CDT completion doesn’t give up any boundaries found by the local

measurement and is able to push up the recall by completing some gaps in

the local measurement. For comparison, we show the performance of the

training data on the CDT edges.

Edge e1
Edge e0(pb0, len0, G0)

θ

(pb1, len1, G1)

Edge e2

(pb0, len0, G0)
Edge e0

(pb1, len1, G1)
Edge e1

θ1
θ2

(pb2, len2, G2)

Figure 6: (a) A simple 2-edge model of curvilinear continuity. each

edge has an associated set of features. continuity is measured by the an-

gle θ. (b) evidences of continuity come from both ends of edge e0. The

new“probability of boundary” for e 0 is the product of the 2-edge model on

both pairs (e0, e1) and (e0, e2).

(being a true boundary or not), hence four possible label-
ings of this pair. However, the groundtruth contours in our
datasets are almost always closed; line endings and junc-
tions are rare. Therefore we make the simplifying assump-
tion that there are only two possible labelings: either both
of them are on, or both are off.

Our best local model uses as features Pb, average Pb
over the pair of edges;G, an indicator variable whether both
of the edges are G-edges, and θ, the angle formed at the
connection of the pair. We use logistic regression to fit a
linear model to these features. We have found that logis-
tic regression performs as good as other classifiers (we also
tested support vector machines and hierarchical mixture of
experts). It also has the advantage of being computationally
efficient and simple to interpret.

To evaluate the local continuity model, we use the classi-
fier to assign a new “probability of boundary” value to each
edge e. Consider Figure 6(b): evidence of continuity comes
from both ends of an edge e0, as a contour at e0 would have
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to continue in both directions. We assume that these two
sources of information are independent and take a product.
Let Xe = 1 if the pixels corresponding to e lie on a true
boundary and 0 otherwise. The logistic model gives an es-
timate of P (Xe0 = 1, Xe1 = 1), the posterior probability
that the pair of edges (e0, e1) are both true. If S1 and S2

are the two sets of edges connecting to e0 at the two ends
we define the new boundary operator PbL under the 2-edge
product model to be:

PbL = max
e1∈S1

P (Xe0=1, Xe1=1)·max
e2∈S2

P (Xe0=1, Xe2=1)

The quantitative performance evaluation of PbL against Pb
is shown in Section 4.

To evaluate relative contribution of each feature, we have
also fit classifiers to subsets of features and compared their
performance. The results on the baseball player dataset are
shown in Figure 7. Performance is evaluated with both a
precision-recall curve and a cross-entropy loss L [10].

We observe that Pb is the most useful feature with L =
0.418. Angle θ by itself is not as useful; however, when
combined with Pb, θ helps reduce the loss to 0.385. G by
itself is quite informative, as 85% of the positive examples
have G = 1 ( both edges being G-edges ). When the three
features are combined, the loss is reduced to 0.374. We have
experimented with many additional features but they are at
most marginally useful, hence not included in the model.

We have also considered variants such as: a second-layer
classifier to combine information from the two ends of e0;
a 3-edge classifier which directly takes as input the features
from triples of edges; and a full 4-way classification on each
pair of edges. The simplest 2-edge product model described
above performs as well as these variants.
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Figure 7: Evaluating combinations of features with precision-recall

curves and cross-entropy loss L. Pb is the most powerful feature and the

continuity θ significantly improves the performance.

3.3 A global continuity model

In order to capture longer range statistics of boundary pres-
ence we also consider a global probabilistic model built on

top of the CDT. We would like to utilize the same measure-
ments as in the local-model (Pb,G,θ) along with the fre-
quency with which junctions of different degrees appear. In
order to capture the dependency of edge presence on these
features, we use a conditional random field (CRF) model as
first introduced by [14].

Unlike the MRF models traditionally used in vision
which model the joint distribution of image measurements
and hidden labels, a CRF focus directly on the conditional
distribution of labels given the observations. One key ad-
vantage from our perspective is that the observed variables
need not be conditionally independent given the hidden
variables. This allows much greater freedom in choosing
model features. Conditional random fields have been pro-
posed as a method for image segmentation by [13, 26, 11],
however, the focus there is on pixel-level labeling rather
than mid-level tokens.

We base the independence structure of our hidden vari-
ables on the topology of the CDT. Recall the random vari-
able Xe whose value is 1 if the pixels corresponding to e lie
on a true boundary. Let Xv be the collection of variables
for all edges which intersect at a vertex v of the CDT. We
consider log-linear distributions over the collection of edges
of the form

P (X|I,Θ) =
e{

∑

e
φ(Xe|I,Θ)+

∑

V
ψ(XV |I,Θ)}

Z(I,Θ)

The φ potential function captures the extent to which the
image evidence I supports the presence of a boundary under
edge e. ψ describes the continuity conditions at a junction
between contour segments.

Our edge potential is given by

φ(Xe|I,Θ) = βPbeXe

where Pbe is the average Pb recorded over the pixels cor-
responding to edge e. The vertex potential is given by

ψ(XV |I,Θ) =
∑

i,j

αi,j1{degg=i,degc=j}

+γ1{degg + degc=2}f(θ)

where degg is the number of G-edges at vertex V for which
Xe = 1 and similarly degc is the number of C-edges which
are turned on. When the total degree of a vertex is 2, γ
weights the continuity of the two edges. f is a function
which is smooth and symmetric around θ = 0 and falls of
as θ → π. If the angle between the two edges is close to 0,
they form a good continuation and γf(θ) is large and they
are more likely to both be turned on.

Our model has the collection of parameters Θ =
{α, β, γ}. We fit Θ by maximizing the log likelihood.
Since the likelihood is log-linear in the parameters, taking
a derivative always yields a difference of two expectations.
For example, the derivative with respect to the continuation
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parameter γ for a single training image/ground truth label-
ing, (I,X) is:

∂

∂γ
log

(

e{
∑

e
φ(Xe|I,Θ)+

∑

V
ψ(XV |I,Θ)}

Z(In,Θ)

)

=
∑

V

∂

∂γ
{γ1{degg + degc=2}f(θ)} − ∂

∂γ
logZ(In,Θ)

=
∑

V

1{degg + degc=2}f(θ)

−
〈

∑

V

1{degg+degc=2}f(θ)

〉

P (X|I,Θ)

The first term is the observed sum of f(θ) on degree 2 ver-
tices while the second term is the expectation under the
model given our current setting of the parameters. When
the model expectations match those observed in the train-
ing data, we have found the maximum likelihood setting of
the parameters. Until we reach that point, we take a small
step in the gradient direction. Parameters typically converge
after a few hundred steps.

Unfortunately, computing the expectations of our fea-
tures with respect to model parameters is intractable. Un-
like the sequence modeling tasks where conditional random
fields were first investigated our graph is not tree structured,
it contains many triangles (among other loops). We approx-
imate the edge and vertex degree expectations using loopy
belief propagation [31]. For the graphs in question, belief
propagation appears to converge quickly to a reasonable so-
lution.

We find that the parameters learned from groundtruth
boundary data match our intuition well. For example, the
weight α1,0 is much smaller than α2,0, indicating that line
endings are less common than continuation and reflecting
the prevalence of closed contours. For degree 2 vertices, we
find α2,0 > α1,1 > α0,2, indicating that continuation along
G-edges is preferable to invoking C-edges.

Once the model has been trained, we use belief propa-
gation to estimate the marginal distributions {Xe} on the
edges of the CDT and then project these down to the pixel
grid, yielding PbG which is compared against the other two
models.

4. Results: How useful are Mid-level
Cues?

We have described three different algorithms, each which
outputs a new estimate of the boundary probability at each
pixel: PbS , the output of the classifier with shapeme re-
sponses as features, PbL, the local model on the CDT and
PbG, the global random field model. In order to evaluate
these, we use three human-segmented datasets: the baseball
player dataset split into 15 for training and 15 for testing,

the horse dataset split into 170 training and 170 test images,
and the Berkeley Segmentation Dataset [5] (BSDS) which
contains 200 training images and 100 test images of various
natural scenes. Performance on these datasets is quantified
using the precision-recall framework as in [16].

These quantitative comparisons clearly demonstrate that
mid-level information is useful in a generic setting. The
use of shapemes for local context improves boundary de-
tection, especially in the low-recall/high-precision range.
Both models of curvilinear continuity outperform Pb and
the shapeme model. The global model, which is able to
combine local evidence of continuity and global constraints
such as closure, performs the best. The improvement
is most noticeable in the low-recall/high-precision range
which corresponds to the case of boosting the most promi-
nent boundaries and suppressing background noise. These
boundaries are typically smooth; thus continuity helps sup-
press false positives in the background. This is also evident
in the examples shown in Figure 9.

We also observe that the benefit of continuity on the
baseball player and horse dataset is much larger than that
on the BSDS dataset. As we may tell from the precision
rates of Pb, this baseball and horse datasets are harder. This
is in part because the groundtruth for these data sets only in-
cludes the boundary of the prominent foreground object. In
all cases, the remaining semantic gap may best be closed by
detecting objects in the scene using the mid-level boundary
map and then “cleaning up” the boundaries in a top-down
fashion. In the case of the BSDS, this will require the devel-
opment of systems which can recognize thousands of differ-
ent object categories.

5. Conclusion
We have described mid-level processing which have a ver-
ifiably favorable impact on the problem of boundary detec-
tion.

Clustering local boundary shape is a flexible technique
for incorporating intermediate context such as continuity
and contrast normalization as well as familiar configura-
tions. The local model of curvilinear continuity, though
quite simple, yields a significant performance gain. The
global model, by making long-range inference over local
continuity constraints, is the most successful in utilizing
mid-level information.

The key step in our approach to modeling continuity
is moving from pixels to the piecewise linear approxima-
tions of contours and the constrained Delaunay triangula-
tion. This provides a scale-invariant geometric representa-
tions of images which tends to complete gaps in the low-
level edge map. Moving from 100,000 pixels to 1000 De-
launay edges is also important as it yields huge gains in both
statistical and computational efficiency.

We have shown that the outputs of our algorithms are
quantifiably better than a low-level edge detector on a wide
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Figure 8: Pixel-based precision-recall evaluations comparing PbS , P bL and PbG to Pb. All three techniques improve boundary detection on all three

datasets and the overall ordering of the curves is generally preserved across datasets.

variety of natural images. We hope these models will find
immediate applications in object recognition.
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